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Interpretation of Spatial Language
In a Map Navigation Task

Michael Levit and Deb Roy

Abstract—We have developed components of an automated
system that understands and follows navigational instrudgbns. STARTX_ . ,,\
The system has prior knowledge of the geometry and landmarks | P \ |
of specific maps. This knowledge is exploited to infer comple ([ WL A Fﬁf?;'_nﬁ} \ FAST FLOWII‘{IG
paths through maps based on natural language descriptiong.he | "‘- - Gi.'?:AVE%KRD RIVER ]
approach is based on an analysis of verbal commands in terms \ . P ]
of elementary semantic units that are composed to generate a A e
probability distribution over possible spatial paths in a map. An - !
integration mechanism based on dynamic programming guides /
this language-to-path translation process, insuring thatesulting _%ﬁﬂ < /
paths satisfy continuity and smoothness criteria. In the ctrent - ‘( ~ CARVED & s
implementation, parsing of text into semantic units is perbrmed DESERT WOODEN {f_ ,/ -\
manually. Composition and interpretation of semantic units into POLE ik AR A
spatial paths is performed automatically. In evaluationswe show —— P m\&Q ,
that the system accurately predicts speakers’ intended megngs Ve ) @ T ——— T
for a range of instructions. This work provides building blocks / Tf_ A APACHE
for a complete system that, when combined with robust parsig /o :;“‘ﬁ CAMP
technologies, could lead to a fully automatic spatial langage / WALLED CITY
interpretation system. ”

Index Terms— navigational instructions, spatial language un- { FLAT ROCKS
derstanding, human-machine interaction, natural languag pro- | NS

cessing : —

Fig. 1. Sample portion of a map from the Map-Task corpus. Tath p
indicated by the broken line only appears on the map seenebingtruction
|. INTRODUCTION giver. The instruction follower’s goal is to recreate thistpbased on spoken
E present components of a system that converts verB 4|09 with the instruction giver.
descriptions of paths produced by human instruction
givers into sequence of actions that an automated agent must
take in order to successfully follow paths anticipated by thcooperative path planning using maps. To collect dataspair
instruction givers. of participants were given similar two-dimensional mapeeO
Many application areas including robotics, video game¥ the participants, the instruction giver, provided natignal
and geo-spatial communications analysis may benefit frdstructions to the other participant, the instructiondwer,
automatic understanding of navigational language. In awidthat would guide the latter along a path drawn only on instruc
game scenario, for instance, players can be enabled to guig8 giver's map. An example of a section of such a map with a
game characters throughout the virtual world of a game. THiference path is depicted in Fig. 1. There were no resiristi
may be especially powerful when there are large numbers\hatsoever on language that could be used for navigation. An
computer controlled characters in which case direct cont@dvantage of this non-invasive “eavesdropping” scenaribat
using keyboard and mouse can become cumbersome. subjects don't attune their navigation strategies to egsor
A number of related systems designed to operate in robofitesumed limitations of any automated understanding syste
and domestic environment have been described in the lirerat(see [7]).
(e.g. [1], [2], [3], [4], [B]). In contrast to this previousak Because of the very high complexity of spontaneous lan-
that involves sensor-derived (and thus noisy and incorapletjuage that arose from the choice oARFTASK, we decided to
knowledge of the world, we consider the interpretation dbcus on the understanding problem by initially ignoringisy
relatively complex spatial language by assuming high levilctic parsing issues and turning our attention to diffebarsic
knowledge of the entire map and all landmarks is available strategies people used to convey navigational information
the system. Similar to [3], we manually extract basic instructions (akhi
The scenario that we adopted for this work allows humamge named\avigational Information Unitsor NIUs), however
to use speech which is unconstrained from both linguistét aour units cover a much broader scope of possible instrugtion
representation points of view. TheA#-TAsSK [6] corpus was Some examples of NIUs include moving around obijects,
selected for system development and evaluation. This sorpuoving in absolute directions (e.g., south, left), turpiagd
is a collection of transcribed human/human dialogs invajvi verifying closeness to a specific landmark.
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One contribution of this paper is in showing that most of | Navigational Information Units
these NIUs can be decomposed in a number of “orthogonal”

constituents (e.g. type of a move and its reference obj ro— : = .
that the meaﬁnir?g )c/)l? each NIU or — following a furﬁﬂ:itc))]nal (Auxiliary information
approach to understanding — the realization of the path

interval it describes, can be obtained as a Cartesian proj Positionjs Moves)| ( Turns | ([ Compound referen
of the meanings of all its constituents. Each of the NI A® % A ‘ x 7
can be represented as a parametrized rule with a cert E

degre_e of learned flexibility and parameter slots filled bS8 iy 5 Hierarchy of Navigational Informational Units (NH).
constituents.

A second contribution of this work is a novel algorithm

that processes sequences of NIUs in order to produce cohgves, turns positionsandorientations The distinction is not

ent paths which are empirically shown to be similar to thgways clear, since moving can result in change of oriemtati
reference paths instruction givers intended to commueittt ang turning in a practical setting can imply significant shif
instruction followers. This integration is possible bytug of position. We discovered however that even though differe
constraints implicated in the instructions (e.g. movinguad procedures are used to realize moves and turns, the overall
an object pre-supposes that we must be in its vicinity eveath modeling performance doesn’t suffer from the local
before the action can take place) and also by some commgfpiguity of such issues. Altogether, moves and turns can be
knowledge (e.g. car-objects can not be crossed, while esidgyhsumed under the general notionaations and positions
can). and orientations can be viewed waarifications Fig. 2 shows

the full hierarchy of NIUs. The categoigompound reference

of type auxiliary informationis a special type of NIUs that
we explain below.

XTRACTING basic instruction elements from sentences COMPIex spatial instructions are decomposed into a set of
containing navigational information and grounding therhUS- For example;Now could you go north past the house

in action primitives is a common strategy for understandirfjl You are eh right by the forestis decomposed into the

systems. The task environment and designer's preferenfdiowing set of NIUs:
determine the choice of elements for a particular systern, bue go north

generally the idea of splitting instructions in motions and « go past the house
referential descriptions [8] is widely accepted. « you are right by the forest

In [4], describing architecture of a system that understand A present, human labelers must manually create this de-
verbal route instructions in a robotic environment, Machiah composition of complex utterances into corresponding NIUs
uses four basic instructions: turning at a place, movingfroas well as their constituents (see below). The ultimate goal
one place to another, verifying view description against & our work is to automate this challenging process of robust
observation and terminating current action. While percept parsing and semantic analysis. We do not claim that all of
undoubtedly plays a crucial role in human orientation anfle navigational commands can be classified into the four
navigation abilities, in our route planning scenario getiies categories listed above. However, in experiments we have
of all objects participating in a scene are known beforehangyng that most of the commands that subjects choose can
and so we can reformulate the instruction categories abq_y@ classified or decomposed into these categories, and by

only in terms of this spatial knowledge, thus renderingthegonsidering only such commands, we can replicate the paths
procedural aspect more homogeneous. with reasonable accuracy.

The feasibility of an automated system that translates from
route descriptions to route depictions (and vice versajgs s

OrientationT

II. NAVIGATIONAL INFORMATION UNITS

gested by Tversky and Lee in [9]. After studying how humans [1l. CONSTITUENTS OFNIUS

describe and depict routes, the authors observe that both ) ) )
processes can be decomposed into equivalent sets of varbal E would like to understand the referential semantics
graphic elements respectively. The lexicon of elements us of NIUs extracted from a sequence of sentences that

by the authors consisted of (selectinghdmarks (changing) instruction givers say to instruction followers, in order t

orientationsand actions (such as moves), and was borrowe§*ecute the instructions encoded within. The type of exqect
from [10]. system behavior depends on the category of a particular NIU,

In a discussion on the semantics of spatial expressiof§d for each category this behavior must be modeled in an

Jackendoff [11, Chapter 9] provides linguistic evidence f@PPropriate mac‘r‘une representation. Consider the fafigwi
a conceptual distinction betweeplaces and paths While movel_nstructmn: move two mc_hes toward the house_:fts
paths specify trajectories of a traveler, places descrigtsh Meaningu can be decomposed into the following constituents:
locations. The primary characteristic of a path is the cleasfg

location. Turns can be viewed as changes in orientations@he 1r1om now on we refrain from using the tempath in this sense in order
considerations led to four basic types of NIUs in our hiengirc to avoid conflict with the notion of path as an end-to-end gation route.
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ftmove (‘Move two inches toward the house” = of expressions for absolute targets atsouthwest’,
[tpath descriptor (‘MOVE ...toward’) — x “down”, “left” (in the sense synonymic to “west”).
[ireference object (‘the house’) 3) Relative targetsare infinite spatial deictic references
Hauantitative description (‘WO inches”) whose meaning changes as the navigation session pro-
If there is a rule for creating &moving toward”-trajectory ceeds. They are used to specify directions from the
with respect to a landmark, then we apply this rule to the  perspective of the traveler that actually moves along
object which is the meaning of théhe house” expression the path and are attached to the traveler's coordinate
(its grounding) and follow along this trajectory as far as th system. For instance, in the instructidkeep moving”
meaning of‘two inches”. In a similar way we can represent an implicit relative targeFORWARDIs used which lies
meanings of positions, turns and orientations. in an infinitely remote point along traveler's current

To reiterate a point made earlier, the currently implemente orientation. Another example is the expressiteft” ,
system processes NIU-constituents, not speech signal @ wo however this time in the sense of the left side of

transcriptions. While extracting these constituents isgagate traveler’s current orientation.

research issue that must be addressed in the future (se4¢) compound referenceare real or imaginary objects on
Section VII), our present goal is to show the viability ofghi the map that require an explicit specification in terms of
intermediate representation for the understanding task. other reference objects; we will deal with them in detail

In this section we focus on moves because they represent the in Section III-E.

most frequent and very informative kinds of instructiongjles Even though the second and third categories of reference
mentioning other NIU-types whenever a particular constitu objects look more like directions than “objects’, they shar

is relevant fqr _them. Appendix I iII_ustrates_ the annotatioVery important common aspect with the landmarks: they can
process by listing all NIUs and their constituents extrdctebe used as anchors to bind move trajectories. Before expigin
from four consecutive (slightly modified) _instruction give how this can be done, we note that reference objects are
sentences taken from one of theakt TAsk dialogs. equally important for other NIU-types as well (although atht
combinations are possible), e.g. one ¢ann to face north

A. Reference Objects or “be above the houge

The first constituent type is aeference obje¢t which
denotes an object that serves as an anchor for identifying
directions or positions [12], [13]. In our use of move deg  path Descriptors
scriptions, the notion of reference objects is broader than
just an object with determinable location in space like the Path descriptors specify how the trajectory of a move is
ones in [11]. Directions treated as infinitely remote logasi related to its reference object. In [12], Talmy demonsttate
encoded in expressions likmorth” or “left” , can also be that spatial language is schematic insofar as it reduces the
used to describe end points or entire trajectories of movéormation of a scene down to a body of conceptual material
The advantage of such an approach will become evident wrsembled on a skeleton of closed-class elements such as
we consider path descriptor constituents below. There d¥epositions that define spatial relations (*object digjpmss")
four major types of reference objects that we have obsenvédthe scene. See [12] for a detailed explanation of possible
in the MAP-TASK Corpus:abso|ute targetsre|ative targets Spatial diSpOSitionS and how they are constructed USIrfgrdlf
landmarksand compound references ent prepositions. As far as moves are concerned, Jackendoff
1) Landmarksare the most familiar class of referencdll] distinguishes four categoriedirectionswith the reference
objects, they have finite size and are placed at fix&pi€ct on a trajectory extension (expressed by preposition
finite locations. Due to the specifics of theamt Task  toward” and*away from”), bounded pathwith the reference
problem where the objects on the map are drawings 8RI€ct in an endpoint of the trajectory (e’gom” and“to” )
a sheet of paper, we further distinguish the subcategcﬁ‘?_d routeswith the reference object related to some interior

of page elementeeferred by expressions such‘gmge POINt of the trajectory (e.g:via” ). We adopt this set of
center’, “lower edge”, “upper left corner’ etc. as categories, but also extend it to allow each category to be

opposed togenuine landmarkgor simply landmarks: represented by a s_ingle rule that we qadth descriptorThere

drawings that have pre-specified names attached to théff 10 path descriptors that are supported by our system (see

(such asFLAT ROCKSor SUSPENSION BRIDGE the upper part qf Table I); the tra!ecto_ry o_f each of them can b

2) Absolute targetare infinite points in space, that are fixednodeled by a circular arc, a straight line interval or a seqee

at least for the time of interaction (for instance, by being!éreof. For instance, we model a TO-move as a straight line

tied to the coordinate system of the immobile instructioetween the current traveler location and the closest fraint

giver). In MAP-TAsK this is the coordinate system of thethis Ioga_mon that Ilgs on the perimeter of the referencecthj

map which is oriented in exactly the same way for botlp addition, there is one open—_er_1d class OTHER to account

instruction giver and instruction follow&r Examples for all those moves that don't fit in any of the 10 classes.
Similarly, it is also useful to introducposition descriptors

2|t is certainly true that the real world orientations of tiveotmaps can for position modeling. Currently our system supports three
be different (instruction giver's west will be instructidallower’s east if they

face each other) but the crucial fact is that both partidpamderstand each position descriptors listed with examples in the lower puirt
other as long as each of them identifies herself with her map. Table 1.
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[_pathposition descriptor |_example(s) | the traveler could béthree inchesto the left of the grove'’in
TO “reach the house” it ificati h teurn forty d sto th
FROM Teave the forest a pos”| ion specification or he coutdurn forty degreesto the
TOWARD “move up” (abs. ref. obj. NORTH) north”.
“keep going” (rel. ref. obj. FOR-
WARD) .
AWAY _FROM “go from east” (to west) D. Coordinate Systems
gﬁngRECTED :Eass tdhe P_agetciﬂtelf"ﬁ S Many authors have observed that spatial descriptions are
_ eep drawing to the lett O € IoCKs . . . . . .
“pass right on top of the shack” given in terms of a coordinate _s_ystem in which the scene is
THROUGH “follow over the bridge” taking place. For example, position-NIUgou are one inch
S “go aCfOSSbthe fieldS}: below the house’and “the house is one inch below you”
“squeeze between the ravine... ; « ” i ;
_and the bottom of the page” both have reference object the hous_e and position descrip
AROUND "move around the mill POSAT_DIRECTED; but their meanings contrast each other
FOLLOW.BOUNDARY “follow the Take boundary” clearly, because in the first case the coordinate system is
POSAT "Staying close to the beach” centered in the house_, and in the_ ;econd case in the traveler.
POSAT DIRECTED “you are just below the ranch” From the perspective of cognitive psychology, the most
POSBETWEEN “being right between them” important question about coordinate systems is whether the
TABLE | system is bound to the experiencegcentrié coordinate sys-
Path and position descriptors; see the modeling rules ireAgix |. tem) or is independent of heal{ocentric coordinate system)

[17]. These two major categories can be further subdivided

according to where exactly the coordinate system is cemhtere

and what it uses as a reference object. Regarding spatciaei
C. Quantitative Aspect references, Levelt in [13, Chapter 2] distinguishes amdreg t

Some path descriptors such as TOWARD or AROUNI{)O"OVWH,g three ma!or cases. ) .
under-specify trajectories in that they encode their stage 1) Primary deictic referencehere the speaker is the origin
do not encode how far the traveler should move. In other ~Of the coordinate system and also the reference object
words, there is a need for a quantitative aspect in the NIU- (relatumy; examP'E: the ball is in fro_nt of me-,.
descriptions which would eventually allow a more precise ) secon.dary deictic referencepeaker is the origin of the
understanding of commands liKenove two inches down” poordmate system, but not the reference objtlt ball
With that in place, the traveler will know exactly what to do: __ 1S behind the tree; _ _
select the absolute target SOUTH, extend a TOWARD-move3) |ntr|ns!c_referencerefer(_ence object (not speaker) is also
towards it and follow it for a distance of two inches. Even the_ origin of the coor_dmate s“)_/ste_m;_ rlere_ the refere_nce
when a move has an implicit distance specification as in the object must po:?‘sess Its own “Intrinsic orlentatl,f)n with
TO-move*go to the house” the instruction giver still may front and back*the ball is in front of the house’(see
provide it explicitly ¢go one inch to the house’in which case _ also [12, Page 241)). _ _
the instruction follower might need to make some adjustsient Similar categorization suggestions can also be found ih [18
to accommodate it. and others. By virtue of examples above we could see that

The importance of the quantitative element for directioffientation is indeed important when defining a coordinate
specifications and problems that arise from it have be@}Stem. As an arbitrary coordinate system is defined by a)
addressed by many authors (see for instance [14], [15]). W@ ©rigin and b) its orientation, our approach to the spatia
distinguish two dimensions in a space of distance specifid@guage in MP-TASK is to organize all possible coordinate
tions. First of all, a distance can relate to a length of theenoSyStéms into a two-dimensional grid presented in Table II.
itself (as in the examples above) or to gaps between trajecii£re, there are two possible origin placements and three
ries and reference objects (e‘gass half an inchabove the different orientation types for the coordinate systems liclv
truck”). Furthermore, there are three distance categories thdPs can be specified. . , _
require different knowledge to model. Modeling is the siegpl 1 here are three possible perspectives in thePASK:
when exact units are usetjo about two centimeterso the ON€ of the instruction giver, one of the map traveler (often
west”. Here one merely needs to parse the exprestioa identified with the instructions follower) and finally a per-
centimeters”as a measure equal to 2cm. Such commands &REcCtive from some reference object on the map (landmark
commonly observed in the M>-TAsk corpus. When relative ©7 Page element). However, only two of them can have an
units are used as ifislide down half a page or “move ©rigin associated with them, for instruction giver is notlhe
forward the length of the bridge(a Specification preferred by located “on the map” and can only define orientation. There
many authors because it catches relational aspects ofidésta exists a certain redundancy in the choice of a coordinate

that define structure of the scene [16]) more situational-cofyStem and specification of reference objects: for instance
petence is required. Finally, in the commands likeep going whenever the reference object of a move is a relative target,

for some time and“move a bit moretowards page bottom” the coordinate system is always placed where the traveler is

the intuitive distance descriptions are used that demand sff?d oriented according to the traveler's orientation. 8esi

nificant ?‘m(_)um of WOI‘.|d kn0W|edge from the interpreter. SIn reality, egocentric system itself is hypothesized to Ime aaquired
Quantitative aspect is also relevant for other NIU types. S@mplex coordination of several sensory-motor manifoltig).[
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absolute Orlterr;t\}a‘etllg? reference object F. Designing and Validating Rules
5| PETHE B ey TR YO B AL RaSs  Up o now we have largely ignored the question of how to
= (move) (move) (position) model |nd|V|duaI NIUs, concentrating mamly onthe posh_iw
<15 | turn to face north” "gostigethc% ?ﬁgﬁgke" "Slcii%%v% ft%\,ev ;R%}gs of such rr_10de|mg. ThIS section _d_esgrlbes_hqv_v we design and
S () (move) (move) use a ngmon of action and ver|.f|cat|on primitives. o
© s house should The first part of the process is a manual step of designing
"go due southwest" be on your right] prototypes for each rule. Then, for each NIU type we compare
% (move) (orientation) ’) the designed prototype with actually observed instahaes
@ | "the lake above you  "turn around" . order to estimatespatial templateq19]. Later, when path
= (position) (turn) intervals corresponding to individual NIUs are merged to-

gether to form a continuous replica of the reference pat#seh
TABLE Il spatial templates will guide this process, helping find thesim
Types of coordinate systems in which navigational infofomaunits can be probable realization for each NIU that allows for such a reerg
specified with NIU-examples. We  first  consider  position-NIUs  of  type
POSAT_DIRECTED. There is extensive prior work
on modeling spatial language (e.g. expressidabove”,
“to the left of” etc.) [20], [19], [21]. We chose an easily
the exact specification of a coordinate system or at leagtplementable model similar to the Hybrid Model of [21]
of its orientation can be irrelevant for certain NIU-typesio model these NIUs. Two metrics determine goodness of a
For instance, in the position-NIUit's close to the barn” particular position with respect to its reference objebe t
orientation of the coordinate system (which is placed ire“thangle between the defining axis (e.g. vertical axis in case of
barn”) can not be determined and is in fact not needed ftabove”) and the beam emanating from the reference object’s
understanding. center of mass and passing through the position; and second,
the projection of the distance from the extreme point of the
reference object in the given direction (e.g. the highesttpo
for “above”) to the position on the defining axis (e.g. dis@an
E. Compound References of y-coordinates for “above”). For NIUs of type PO&ST
there is only one metric: absolute distance from the pasitio
If the language of instruction givers were constrained @ the closest point of the reference object.
the kind of examples we have seen before, it would haveFor moves and turns, creating spatial templates is sim-
only a limited expressive capacity because it wouldn'twalloilar: first, for each actually observed move/turn we seed
for a very large portion of potential reference objects to bits corresponding prototype into its starting point, andsth
taken into account. The set of landmarks and page elemeoitgain its predicted version. Then,radial and angular de-
is too sparse and lacks the needed expressive means to ail@tions between the end points of the predicted and ob-
for high-precision navigation. Instructions such“gs to the served path intervals are computed. Prototypes and weuiti
lake” under-specify the required action, because the lake caxplanations of these distances for moves of types TO and
occupy a large portion of a map. Instead something k@ FOLLOW_BOUNDARY are shown in Fig. 3. Here, we
to the north-west corner of the laké$ needed. Similarly, if execute a FOLLOWBOUNDARY-move by “expanding” the
the target of a particular TO-move is a point an inch aboyeerimeter of the reference point to traverse the currenetea
the house, there’s no way to avoid an explicit specificatiqgosition, and moving along this expanded perimeter in that
of this point: “move to a spot slightly above the hotiser direction (of the two possible) that has the smallest angile w
even simplerémove above the houseAll these are examples the orientation that the traveler had before reaching heent
for what we call compound referencesNested compound positior?. For a detailed investigation of when and how people
references are also possibl&ontinue towards [the spot use path descriptors of this type as opposed to path dessript
an inch under [the bottom of the monument]fis well as of type PAST, see [22].
compound references that have strettyo are level with In short, radial distance is the difference in lengths ofdhe
the springs). served and predicted moves, and angular deviation shows how
The description language for compound references is végy from the predicted trajectory the actual trajectoryids.
similar to the one of positions, except for one special ca§®r some of the prototypes (like, for instance, TOWARD-
where the compound reference is a part of its own referen®@@ves), we need to provide not only the path descriptor but
object as irfyou should be right under the gate of the castle” also the default distance. In our experiments this distave®
and so (even though their semantic role is clearly differefgtimated empirically.
from that of actions and verifications) we decided to include
compound references in the list of supported NIU types (seéAs we have mentioned earlier, these instances (path ifs@raee part of

Fig. 2)_ In the present version, we are not trying to estima@nual annotations that we create prior to the experiments.
it f d ref instead B 5In practice, we used a computation scheme for angular aridl red-
positions of compound references, instead we assume tBey\@iions for FOLLOWBOUNDARY which is slightly different from the

known and thus look them up in manual annotations. depicted one and approximates it instead.
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a) of a particular action is due; in other words, it enforces-con
starting . sidering each action in a context of the whole plan and of the
point L , environment the plan operates in. Our approach is motivated

projection %fﬁggg}ﬁ? along similar lines. In our system, interpretation of instions

like “turn left” or “go to the house”takes place only when
they are next to be executed, and probabilistic assessrfient o
, , geometries of their reference objects with respect to tea'ge
observed current position and orientation can be made. Only thern™lef

reference object

endpoint and “go to” will for the first time acquire a concrete meaning
B attached to them. However, this meaning is by no means final,
b) - e for instructions that follow can still change it later on.vie

do have a map in front of us at the planning time, we can
mentally follow the route right away and “rehearse” exeauiti
_ of all navigational instructions in the sequence one by dine.
startin _ B at some point in time we realize that a mistake has been made
reference object " on previous stages because no consistent continuatioreof th
path is possible, we can always back-off to the point where
. the mistake was made and choose other alternatives leading
roiection predicted from there. Moreover, we can simultaneously maintain sdver
IOV\J/ endpoint alternative routes in the first place, scoring and extentlieqn
Ar in parallel as we progress and dynamically preferring one of
- b q them over the others. This view of the task suggests a dynamic
gngggﬁt programming approach.
Dynamic programming, however, can not operate on a
Fig. 3. Prototypes and radial and angular deviations forema types a) continuum ofR?2, which is the case for maps in Ab-TASK,
TO b) FOLLOWBOUNDARY. but rather needs a set of discrete alternative states. b ¢od
achieve that, we impose a rectangular grid on the maps and
Angular and radial deviations collected for each NIU typé)ocr;:g(na;O£|¥hzeiﬁ§n;?§aii p;c():tgg:al alternatives frder's
are compiled into a two-dimensional spatial template. This : . ) '

. o N At this point let us restrict the NIUs to moves and turns only,
template contains probabilities of all realizations ofstNIU and assume that the entire path is spliNrintervals each of
type that start in the same point but deviate from the prpwty ~, =
. o : which is covered by exactly one NfULet us also assume
in due course. This is also why there is no need for searc:h|ph%1t our mab is split inf square cells-. i € 1.T. Then
for the perfect prototype for each NIU type. Indeed, theigpat P P qual v T

) . . on each stepm € 0, N there will be a separate probability

template will compensate for potential mistakes. o . . S .

To summarize. the models of individual NIUs are combglsmbunon of ending up in celt; Vi € 1, I after this step has
nations of handc;rafted structures combined with dataedrivIbeen taken. Since the starting point of the path is considere

arameter adaptation that make these models flexible Pgsi\(—en’ the initial probability distributions{ = 0) is 0.0 for all
P P . o : "~ cells except the one containing the starting point, wheis it
tions are 2D probability distributions for all locationsnca 10
moves and turns are 2D probability distributions as welt, bu™ "/ . N ,

. ' I Assume now that we know probability distributign,(5)

for the end points of actions they represent (and |nd|rectcl}/ . 0 )

) ) ) -~ on stepn. Conditional probabilitiey,,, (i|j) of ending NIU
also for different trajectories that lead to these endgdint = : . . . n A7l

. ) : ion-NIUg: I ci given that it starts inc; can be interpolated for all
In experiments reported below, we ignore orientation-NIU : . .
) ) 7 € 1,1 from spatial templates that have been discussed in the

because they occur fairly seldom in the corpus. orevious section (see Fig. 4)
Then, the total probability of reaching on stepn and
IV. COMBINING NIUS INTO CONTIGUOUS PATHS passing througl, before that is:

OW that we have described how NIUs are grounded in
particular action and verification primitives, we turn to Prt1(t,J) = pnlJ) - Py, (2]7)- Q)
the issue of combining sequences thereof into a contiguous o )
path on the map. This task can be considered as the one ofVith the decision-oriented approach to probabilities, we
route planning, where instructions are given before thaaict S€lect the predecessor indgxk
following of the route takes place.

j* = argmaxpp41(i, j) (2)
J

A. Dynamic Programming Approach such that cellc;- is the predecessor af, on the optimal

The “plan-as-communication” view on plans in [23] sugpath and declare:
gests that plans constrain possible space of actions an@teeq
some interpretative effort from the agent whenever exenuti Swe will show later how this unrealistic assumption can beaesdl.
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Second, we propose that a reasonable bias is to favor
junctions that are smooth, i.e. large changes in oriemtatio
when finishing modelingy,,—; and startingy, should be
penalized. In particular this bias will eliminate abruptane
180° turns.

Finally, for many move types that have landmarks for
reference objects, it is reasonable to presume spatialrpityx
of the starting point to the landmark. In fact, in theaRt TASK
corpus, there are rarely instructions to move around some
landmark that is on the other end of the map, far away from
our current position. This means that only those realinstio
of such an NIU that ended close to the landmark will be
considered in the next step. Indirectly, these constraamnés
modeled in spatial templates; however, we found out that
Fig. 4. Computing probabilities of endpoints for NItgo north”; for each  iImposing explicit upper thresholds on maximum distances
e ool b o o e G o o Depueen stating point of an NIU and f reference point i
the deviation from the nortr;] direc%ion as well as on the gmaberzween:j helpful _as well. BeSId8§, we _Can r_eqwre a Certam degree
ande;. of consistency from action trajectories and end points. For

instance, the end point of a BETWEEN-move must indeed

lie between its reference objects, and the PASIRECTED

move expects the instruction follower to be on a particular
Prg1(i) == pny1(i,5%). (3) side of the reference object.

After all N NIUs have been processed the entire optimal ) N
path must be recovered. For that, we start in the gelfrom C- Intégrating Positions
the last distribution and traverse backwards the sequertbe o Another source of constraints are verification-NIUs, in
distributions for all NIUs, following the line of predec&ss particular positions. They too restrict the working space t
all the way up to the very first distribution. a small area tied to a reference object, or (in the case of

It is important to see that in this simplified task formulatio POSAT_DIRECTED) to one of its sides. Consider how
the “winning” cells describe not only the most probablgositions can be integrated in the framework we have de-
position after having processed the last NIU but also theloped so far. Recall that we update the distribution of
orientation of the traveler that goes along with this pattc locations after each action. Similarly, we can update them
NIU realization. after each position specification as well. Here however, ave ¢
multiply the position probabilitie.,, (i) (interpolated from
the corresponding spatial template) with the distribupg(i)
obtaining a new adjusted distributign, 1 (7) as:

At first sight it might appear unclear why spatial templates
are needed at all. Indeed, if no constraints existed in thle ta
for all n's then'th step of the dynamic programming algorithm
would always result in selecting the realization ¢f that Even though we don’'t model rare orientation-NIUs in the
possesses angular and radial deviations correspondirfteto éxperiments of this work, they can be handled in exactly the
maximum in~,’s spatial template. Fortunately, there are isame way as positions.
fact several constraints that come along with the choichef t
task domain that we call “natural” constraints of the task. |
general, we can say that these constraints are task depend%n
and arise from the working conditions of the system. No matter how many position specifications there are, all

First, our domain expertise and intuition suggest that sorné them can be subsequently treated as shown in (4). This
of the landmarks can not be crossed. The maps designedifowever is not true for actions. If several action NIUs cotape
MAP-TAsk comply with this consideration to a great extentior one path interval or even describe path intervals that on
For example, while a path can pass through the drawing oftart in approximately the same location, their contritousi
bridge, it will never cross a rock. This knowledge is one @ thmust be considered simultaneously. &t = {1*}, k €
main sources of constraints that shape possible pathseln thi,, be a set of NIUs competing to define next path interval.
same way we might want to prohibit self-crossings of a path order to compute joint probabilitigs, 11 (i, j) we average
and restrict all the paths to the inside of the visible mape Owver individual NIUs inl",, and, assuming equal priors for all
should keep in mind however that banning self-crossingsshuNIUs in the set, modify (1) into:
the optimality principle of the dynamic programming saying
that solutions of partial problems never need to be recated| Prs1(i, ) = pn(j)i vaii (il7). (5)

[24], and thus can lead to not finding a good path. K, B

B. Natural Task Constraints

Pnt1(i) = pn (i) " Dyn (4). (4)

Dealing with Redundancy
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After that, selection of the optimal predecessor and compu-
tation of the next distributiom,,1(¢) is done as before. \ B‘[ﬁﬁlictec
In contrast to the remark at the end of Section IV-A, the START TTraemsee--
resulting orientation after,, is yet to be determined, since it
is a product of several NIUs at the same time. Our approach
to this problem is to select the NIU that delivers the highest
conditional probabilityy. (i|5*) to represent the group, but to
use the orientation computed as a weighted average over all refﬁ-{ence
NIUs in T';, to control smoothness of the path. pa
One issue we haven't addressed yet is how to establish a
partial relation on all NIUs of a session, i.e. which NIU shkibu
be considered when, and what are the ggtsof competing Fig. 5. Area between observed reference path and predicttt gan be
NIUs. For now, our system looks up this information in th&sed to assess quality of modeling.
annotations, looking at the starting points of all NTUShis

information is usually contained in the language, and frorp1 dicted h hat i ds i v th .
proximity of NIUs in dialog transcriptions we can usuall)} e predicted path, so that it ends in exactly the same point

conclude at least on proximity of the intervals they des:a:rib\’vhere the referer_1ce path ends (hum_a_n objects ir_' Fhe original
For instance, the sentencg left to the creek”contains two MAP-TASK experiment knew the position of the finish) then
NIUs: “go left’ and “go to the creek” that should be put the two paths together will form a closed contour, and we can
in the same sef,,. A more sophisticated linguistic analysis!S€ Standard filling techniques suchsAN LINE algorithm

is required if precedence must be determined as well (s[gé] to_compute the cumulative area of the “mismatch’-zones
Section VII). In other situations where the instruction egiv (see Fig. 5). The smaller the area the better the model.

comes back to one of the already described path intervals
reiterating or rephrasing extractions given earlier, ¢hare
dialog context clues (e.g. instruction follower’s feedkato
signal this fact.

We employed one general rule regarding splitting the set of

FINISH

NIUs with close starting points that resulted in performanc Vl. RESULTS
improvement: if there are verification-NIUs, we first create UR experiments were conducted on the commercially
set out of them. Then if there are action-NIUs that are réiab available HCRC MP-TASK corpus [6]. This corpus

in guessing directions, such as TO- and TOWARD-movespnsists of 128 navigation sessions with audio recordings
and turns with absolute targets or landmarks as referered a number of different annotations available in XML-
objects, we make a separate set out of them, and process fiimat for each session. We randomly selected 25 of these
set only after the first one. Next, a set of other moves wittessions for our experiments, and focused our analysis on
such reference objects is processed. And finally, if and dinlyinstruction givers’ speech. Based on a set of previously ex-
no action groups could be created, actions with relativgetar isting annotations of this speech data in termsnajves in

as reference objects are considered. conversational gamef26] we selected the subset annotated
as eitherlnstructionsor Clarifications These sentences were
V. EVALUATION METRICS then manually annotated with respect to the NIUs they contai

. . e defined the NIUs reported in this paper on the basis
HERE are two classes of evaluation metrics that are V\f - . -
interest for this work. The first class @fstruction-level 8 analyzing only five of the 25 sessions. On average, we

, . S . obtained 85 NIUs per session. Relative frequency disiobst
metricsconcerns modeling of individual NIUs and sheds I|ghgf categories of the extracted NIUs as well as of move types
on quality of path descriptor rules by assessing deviatans
observed actions around their prototypes. The second cl

Graw your line towards the northeast”, “move down”, “keep

; _ . oing” etc., is the most frequent type among moves. Less
O.n the instruction level, we can judge shgpe_s qnd, an 5% of the 2133 annotated NIUs could not be identified

particular, compactness of spatial templates (distmstiof as one of the five NIU categories from Fig. 2 and less than

angular and radial deviations). Visual assessment is itapbr 5%0 of the 1526 annotated moves have been labeled with the

instruction givers’ maps.

for the enttlre patpsl; ho<|)wevker, we can aIS(: u;de crlftetrt:a SUSath descriptor OTHER. The high coverage of these NIUs
as percentage of landmarks on a correct side ol ne pR(? the complete set of 25 sessions suggests that this set of

and average trajectory deviations to perform their form IU-models is well suited to the task, and perhaps also apat
evaluation. A reasonable figure of merit for the latter is “’1% ’

. nguage for navigation tasks more generally.
area between the observed and predicted paths. If we augme 9 9 9 Y

et another reassuring confirmation comes from the follow-
“Note that we don’t look up the exact positions of these stgrfioints on ing measu_rementS: 'nter'annof[ator agreement with res*.pept
the path, but rather only the fact that they are close for tweeveral NIUs. the extraction of NIUs and their labeling with one of the five
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Fig. 7. Angular and radial deviations statistics estimdtednoves of types
FoLLow_BOUNDARY, TOWARD and To.
Fig. 6. Occurrence statistics of NIU-categories and mopesy

paths (in progress) is shown in Fig. 8. Several aspects sf thi

supported types as well as with respect to path descripforsfath are noteworthy. First, the snapshot sheds light on the
detected moves was roughly estimated for two labelers usigy the drawing is discretized. For each landmark we marked
the F-measure. It amounted to 0.86 and 0.8 respectively, Wi#f3 perimeter that can not be crossed unless there is no other
the absolute majority of mismatches due to ambiguities @fay to proceed with the path. This otherwise exceptiona cas
cases like"go above the house’which can be interpreted happened to occur here at the beginning, where the insiructi
either as a TO-move with a compound reference object, giver insisted on going down and the spatial template for a
as a PASTDIRECTED-move. Nonetheless, our experimentsOWARD move prohibits angular deviations of more than 50
showed that such ambiguities don’t impair the understandigegrees. Also, the rectangular grid of cells for which a new
of complete paths. distribution is estimated after each processed group ofsNIU

We then produced discrete versions of the reference patfgn be seen here: the darker the cell the higher the protyabili
representing them as sequences of many “stops” plaggidending up there; the cell with the highest probability is
densely along the original curve. Each NIU was annotatefiosen to determine the most probable path so far (sequence
with a path interval (delimited by the first and last stops ogf circles and lines and arcs between them). The distributio
the path) that it, in labelers’ view, accounts to. Based @s¢h in this snapshot takes place after one NIU that sends the
annotations, we estimated spatial templates for each of $geler a specified distance towards southwest and anmtieer
move types, position types and turns expressing them insterfRat commands to go on along the same direction. From this
of radial and angular deviations from manually designed prgistribution it can be seen that self-crossings are progdbi
totype rules. As expected, the main source of deviationeecaghd that perplexity of such a distribution can get very high.
from the under-determined quantitative aspect of NIUs; f@bne of the possibilities to reduce the perplexity is to isaue
example, in Fig. 7 we see that while estimated angular devigrification-NIU. In the presented session, the next irsion
tions statistics possess rather compact distributionuiing was indeed position-NIUnear to the abandoned cottage”
that the rules we designed to represent these move types g the new distribution with lower perplexity resultingrn it
in fact consistent with annotations), radial deviationstité s shown in the excerpt of the map in Fig. 9. It is more compact
moves (variations of their stretches) along the given ¢tajy with the only allowed cells located around the landmark.
are flatter for those move types that intuitively requirel®Xp  As far as the quality of the predicted path, it can be seen
stretch specification (such aWARD-moves). that it lies reasonably close to its reference path. In otder

Next, we show how the dynamic programming approagBrmalize the visual assessment, we computed areas of the

can be used to integrate models of individual NIUs in a joinegéhismatch”-zones for each pair of reference/predictedhpat
consistent and smooth path. A snapshot of one of the repticat
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(see Section V) and normalized them by the length of the cor-
responding reference paths. This criterion can be integre |
as the average diameter of an “error tube” of deviations that
we enwrap the reference paths into. The smaller the error| 4
tube diameter, the more precise the modeling mechanism.,| ;
Evaluation of predicted paths for all 25 sessions resutieghi ]
average diameter of 19.5 pixels (one fortieth of the heidht o
the maps) with a sample deviation of 5 pixels. For comparison |
the baseline strategy of connecting start and finish lankisnar
with a straight line resulted in an average error tube diamet
of 280 pixels. We take this as a clear sign of success for
our modeling algorithm. Unfortunately, the original cospu
contained no paths drawn by instruction followers on their
maps. This kind of information would have provided another
important baseline for our experiments.

In order to investigate the importance of the natural con-
straints and verifications for a successful path modelireg{(S o
tion IV-A), we conducted one replicating experiment withou _-_\ ABANDONED
any restrictions on landmark- and self-crossing and amothe COTTAGE
one where all the position-NIUs were ignofedror the first
experimental set-up we obtained an average diameter of the
error tube of 23 pixels (sample deviation 5.5 pixels). Fa th
second one, one session couldn’t be Cc.)mp|8ted atall, an.d IEPr 9. Excerpt of the same path after the next instructioosi{on-NIU
those that could be completed, we obtained an average dmm%ar to the abandoned cottag}”
ter of 21 pixels (sample deviation 5 pixels) which amounts to
relative precision loss of 18% and 7% respectively. In teofns 2 4 :
a number of landmarks passed on the wrong side, removigg _ final system mmm—

.. . . . No crossing restriction S
all position-NIUs increased their proportion by almost 50% 35
relative. All of the above experiments were conducted usir§
Leave One Oustrategy, i.e. in order to replicate each sessio@
we trained the spatial templates on the remaining 24. 225

These results demonstrate the importance of natural cah-
straints and verifications in navigational tasks. Fig. 16veh & 20
error tube diameters for all sessions for all these experisne ©
where sessions are arranged in such an order that the diam&e
increases for our final system with no landmark- and selg 10
crossings allowed and with position-NIUs accounted for. &

Yet another promising result comes from ignoring stretch 5 sessions
specifications for moves. In the previous experiments, é th _ _
quantitative consiituent of a move was specified, we wouldh, b T G s o e etons. are
temporarily shift a corresponding spatial template to p@ak imposed; only move- and turn-NIUs are considered.
this stretch. However, looking up the meaning of expression
like “a little bit” isn’t quite fair, because it requires serious
semantic analysis and a great deal of world knowledge. AsNtUs from instruction transcripts, impose a partial prezeck
turns out, we can ignore such explicit specifications altogie relation on them, and understanding of meaning of distances
and the integration procedure will still deliver accuratedals. and angles depends on manual interpretation as well. As
In our experiments the average error tube diameter remairfad as the latter is concerned, we showed in the previous
under 20 pixel. section that the quantitative aspect of NIUs can be ignored

without significant loss in performance if we consider them

VIl. DISCUSSION in context of other NIUs. Extracting NIUs from text is a task

, : similar in spirit to the task of named entity extraction and
E have reported first steps towards automatic undér- . . . : :
may be achieved using well-established tagging algorithms

standing of unconstrained navigational instructions i s . : oL 29
. . 7]. Our preliminary experiments in this direction proedc
the MaP-TAsk domain. Clearly, substantial aspects of th g : : L
. S romising results (not reported in this paper). Deterngnin
problem remain unmodeled and pose significant challenges

X {';\rtial order of NIUs would remain a challenge. For instance
for future research. For example, we still need to extragt . . N u .
e instructionsat the corner go left”and“go left till you are

8The remaining moves still had a number of constraining efeméike at the corner” both contain OﬂGl POSitiO_n describing being at
PAST.DIRECTED or TO moves), so that the modeling didn't break aparthe corner and one move describing going to the left, buten th

T

T
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successfully produced semantically correct interprestetifor
a wide range of utterances.

APPENDIX |

DEFINITIONS OF PATH AND POSITION DESCRIPTORS

This section explains path and position descriptors that ca
be used to classify moves and positions, as well as turns:

1)

2)

5)

first case the position precedes the move and in the secsnd it’

the inverse. Ultimately, more robust syntactic processinggt

be brought to bear on the problem. We believe our approach
of propagating spatial constraints based on NIUs in a dyaami 6)
programming framework provide an extensible framework for

such future investigations.

To put the work completed thus far into context from a prac-

tical perspective, we sketch how the implemented companent 7

might play a role in a larger end-to-end language understand
ing system. Extraction of NIUs from text or speech trangsrip
is the only transition that hasn't been completely autochate
yet; it is identified by the thick gray arrow in Fig. 11. Given
a sequence of extracted groups of competing NIUs whose
spatial templates are learned from a training corpus, we the
use the DP-based algorithm from Section IV-A to produce a
contiguous path, while also taking into account scene gégme

and the scenario’s natural constraints. In a video gameasicen

mentioned in the beginning of this paper, for instance, our

system can reside inside of an action interpreter that reads)

multi-step natural language path descriptions submitiethé

players via keyboard or microphone and sends virtual game

characters to follow the complex trajectories that arisamfr
them.

VIIl. CONCLUSION

9)

E have described a system that infers paths on maps
by processing natural language instructions representeld) BETWEEN:

as Navigational Information Units (NIUs). This translatio

process from linguistically-derived symbolic represéntss

to geometric spatial representations is an example of Eggu
grounding (see [28], [29]). Our focus in this effort was to

automate the translation of NIUs into probability disttibas

over possible paths on maps. We defined four categories of
NIUs: moves, turns, positions and orientations and dewslop 11) TURN:
an approach for composing NIUs in order to interpret the
semantics of complex natural utterances that are analyzed a small radius arc. Traveler follows the arc till needed
as comprising multiple NIUs. In evaluations this approach

TO:

in a straight line approach the closest point of a reference
object;

FROM:

keeping previous direction, make sure the move goes
away from a reference object;

TOWARD:

move in the direction of center mass of a reference
object;

AWAY _FROM:

move in the direction opposite to center mass of a
reference object;

PAST:

keeping previous direction proceed in a straight line up
to the point where the farthest point of a reference object
projects on this direction;

THROUGH:

in a straight line proceed through the center mass of
a reference object and up to its farthest point in this
direction;

) PAST.DIRECTED:

this path descriptor can have one of the following 4 sub-
categories (sides): “above”, “below”, “to the left of” and
“to the right of” a reference object. It consists of one or
two straight line intervals. If the traveler is not already
on the required side of a reference object, he has to take
the shortest path to get there (possible directions: north,
south, west, east). The second step leads from there past
projection of the center mass of a reference object on
the required side to a projection of the farthest point of
the reference object on it;

AROUND:

in a circular arc move around the center mass of a
reference object; among two possible initial directions
select the one closest to the previous direction;
FOLLOW_.BOUNDARY:

“expand” the perimeter of a reference object to pass
through the starting point of the move. Follow this ex-
panded perimeter; among two possible initial directions
select the one closest to the previous direction;

this move requires two reference objects. Compute in-
tervals of view angles not crossing any of the reference
objects and consider two directions in their middles.
Select the one closest to the previous direction and
proceed in a straight line up to the projection of the
farthest point of both reference objects on this direction;

turns are modeled similar to the AROUND-moves with

orientation is achieved;
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12) POSAT:

this position descriptor generates score that depends on
traveler’s distance to the closest point of a referen
object;

POSAT DIRECTED:

similar to PASTDIRECTED, there are four possible
sides for this position descriptor (“above”, “below”, “to2]
the left of” and “to the right of”), each one determining
its active direction (e.g. north for “above”). The score dqt—3
pends on traveler's distance along the active direction 1o
the reference point’s extreme in this direction, and also
on angle that a beam from the reference point’s centét
mass to the traveler creates with the active direction;
POSBETWEEN: (5]
here the score is generated based on a difference betwgf
distances from the traveler to the closest points of fir
and second reference objects.

13)

14)

[7]

APPENDIXII .
ANNOTATION EXAMPLES (8]
[9]

Consider following four (slightly modified) instructions
from one of the M\P-TASK dialogs (see also Fig. 8):

“Continue up north slightly” (10

“...to the tip of the lake”

“...and then we're going to turn down above the trigitl]
point”

“...and we're going to turn immediately to your right”

[12]
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